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SHORT-LIVED HYPES AND FAILURES IN OR

by

Ivana LJUBIC 



What is AI?

AI is whatever hasn’t been done yet

Larry Tesler (invented copy-paste at Xerox), a computer scientist working on human 
interaction

The definition of AI changes as we get used to previous 
advances!



https://steemit.com/science/@chanbam/berkeley-s-new-usd5-million-grant-and-an-introduction-to-artificial-intelligence

AI Taxonomy? Really?



Yes, AI was a short lived hype… 
Several times...

1951: Minsky and Edmonds have built first electronic learning 
system, a device Snarc (simulated the functioning of a 
simple neural network).

The book Perceptrons (Minsky&Papert, 1969): limitations of 
NNs at the time. NNs fall out of favor. First AI winter (in the 
70’s).
 Expert systems: second AI winter (end of ‘80s)



Alpha Go (DeepMind) beats Lee Sedol in March 2016: 
Deep Learning starts a new AI hype cycle

„We know more than we can tell“
Michael Polanyi



Edmond de Belamy, sold at $432,500 at Christie’s (Oct 2018)



OpenAI (endowment: $1bn) paid its top researcher, Ilya Sutskever, more than $1.9 million in 2016. 

DeepMind costs for 400 employees totaled $138 million in 2016: $345,000 per employee, including 
researchers and other staff.
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